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Fig. 1. Ocular motion associated with changes of fixation alters the positions of the no-parallax points in both eyes. Rendering models that do not account for

ocular motion can create distortions of binocular disparity, as seen in this example. The color-coded error maps illustrate the magnitude of this effect as

the difference between angular disparities resulting from classical and our gaze-contingent stereoscopic rendering for two different fixation points. Both

shortening (red) and stretching (blue) of disparity gradients can be observed.

Virtual and augmented reality (VR/AR) displays crucially rely on stereoscopic

rendering to enable perceptually realistic user experiences. Yet, existing near-

eye display systems ignore the gaze-dependent shift of the no-parallax point

in the human eye. Here, we introduce a gaze-contingent stereo rendering

technique that models this effect and conduct several user studies to validate

its effectiveness. Our findings include experimental validation of the location

of the no-parallax point, which we then use to demonstrate significant im-

provements of disparity and shape distortion in a VR setting, and consistent

alignment of physical and digitally rendered objects across depths in optical

see-through AR. Our work shows that gaze-contingent stereo rendering

improves perceptual realism and depth perception of emerging wearable

computing systems.
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1 INTRODUCTION

Virtual and augmented reality (VR/AR) promise a new medium that

offers user experiences with unprecedented levels of immersion

and the capability to seamlessly blend digital and physical spaces.

Accurate stereoscopic rendering is one of the key requirements for

perceptual realism and for being able to place and anchor digital

objects in physical environments with optical see-through AR dis-

plays. Here, even small amounts of disparity distortion, for example

caused by inaccurate stereo rendering, negatively affect the experi-

ence and would destroy the seamless blending of virtual and real

content.

Current stereo rendering algorithms in VR/AR fall short of accu-

rately modeling the human visual system. An approximation made

by almost all existing systems is that the no-parallax point, or center

of projection, of the human eye coincides with the center of rota-

tion. Recent work suggests that taking the distance between the

centers of rotation and projection of the human eye into account

can help improve ordinal depth perception [Konrad et al. 2020]. This

is achieved with ocular parallax rendering, i.e. by accounting for

the depth-dependent image shifts that occur with ocular motion.

In some situations, parallax can convey absolute depth informa-

tion [Burge et al. 2010], however it is widely known to provide a

reliable ordinal (i.e., relative) depth cue, [Kellnhofer et al. 2016b;

Yonas et al. 1987]. Kudo et al. [1999] and Konrad et al. [2020] both

verified that this is also the case for ocular parallax in monocular

viewing conditions but they were not able to show any measur-

able effects on absolute depth perception in stereoscopic viewing

conditions.

Here, we study the effect of ocular motion, and vergence in par-

ticular, on disparity distortion in stereoscopic viewing conditions

and propose and evaluate a new gaze-contingent stereo rendering

approach for VR/AR. The eye model we employ is slightly different
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from Konrad’s [2020] in that it not only takes the distance between

the centers of rotation and projection of the eye into account but

also the non-negligible offset between the optical and visual axis.

Moreover, we design and conduct a number of user experiments

that allow us to make important insights and improvements to

existing stereo rendering techniques. First, we experimentally de-

termine the location of the no-parallax point with a small group

of subjects and verify that this is well approximated by recently

employed model eyes. Second, we experimentally demonstrate that

our approach significantly improves disparity distortion in VR set-

tings and perceived alignment of digital and physical objects in AR.

With our gaze-contingent stereo rendering technique, we take an

important step towards enabling perceptually realistic and seamless

experiences with emerging wearable display systems.

Specifically, we make the following contributions:

• We introduce a gaze-contingent stereo rendering algorithm

that includes a more accurate model eye than recent work.

• We design and conduct user experiments that demonstrate

significant improvements of disparity distortion and enhanced

depth perception in VR.

• We design and conduct user experiments that demonstrate

significant improvements in perceptual realism and alignment

of digital and physical objects with optical see-through AR.

2 RELATED WORK

2.1 Gaze-contingent Rendering and Display

The gaze-contingent rendering and display paradigm has enabled

a variety of important computer graphics techniques that adapt

to the user’s gaze direction [Duchowski et al. 2004; Koulieris et al.

2019]. These include gaze-contingent geometric level-of-detail ren-

dering [Luebke and Hallen 2001; Murphy and Duchowski 2001;

Ohshima et al. 1996], foveated rendering [Geisler and Perry 1998;

Guenter et al. 2012; Patney et al. 2016; Sun et al. 2017] and dis-

play [Kim et al. 2019], tone mapping [Jacobs et al. 2015; Man-

tiuk and Markowski 2013; Mauderer et al. 2016], sparse-sample

image reconstruction [Kaplanyan et al. 2019], depth-of-field ren-

dering [Duchowski et al. 2014; Hillaire et al. 2008; Mantiuk et al.

2011; Mauderer et al. 2014; Vinnikov and Allison 2014] as well as

varifocal [Akşit et al. 2017; Dunn et al. 2017; Johnson et al. 2016;

Konrad et al. 2015; Liu et al. 2008; Padmanaban et al. 2017] and

multifocal [Akeley et al. 2004; Chang et al. 2018; Mercier et al. 2017;

Rolland et al. 2000] display techniques.

Seemingly related to our gaze-contingent stereo rendering ap-

proach are gaze-contingent disparity manipulation techniques [Han-

hart and Ebrahimi 2014; Kellnhofer et al. 2016a; Peli et al. 2001].

These remap the disparities of a stereo image to fit into the zone of

comfort of a 3D display [Shibata et al. 2011] tomitigate the vergenceś

accommodation conflict. This amounts to shifting the 3D scene for-

ward or back such that the fixated object appears well within the

zone of comfort, close to the physical screen. Our approach does not

manipulate the disparities of another stereo rendering algorithm,

but aims at rendering more perceptually accurate disparities in the

first place. Disparity remapping could optionally be applied as a

post-processing method, although we do not explore this.

The work closest to ours is the recent proposal on ocular parallax

rendering by Konrad et al. [2020]. Their algorithms also take the non-

negligible distance between centers of rotation and projection of the

human eye into account. With this, they were able to demonstrate

improvements in ordinal depth perception in monocular viewing

conditions, but their experiments showed no effect on binocular

vision, which was only explored with a crude blind reaching task.

Unlike their model eye, we take the offset between the visual and

optical axes into account and focus exclusively on disparity distor-

tion and stereo rendering in binocular viewing conditions. With

a better model eye and refined user experiments, we are the first

to show significant effects on absolute depth perception and also

digitalśphysical object alignment in VR/AR applications.

2.2 Eye-aware HMD Calibration and Pupil Steering

It is well known that precise calibration of the user’s eyes with re-

spect to a head-mounted display (HMD) is important. For example,

optical see-through AR systems require knowledge of the eye’s loca-

tion for displaying digital imagery that is seamlessly alignedwith the

physical content. Otherwise disparity distortion leads to perceptual

conflicts with other depth cues as well as with disparity observed

in the physical world. To this end, both one-time interactive calibra-

tion procedures [Janin et al. 1993; Tuceryan and Navab 2000] and

online, computer visionśbased techniques [Itoh et al. 2016; Itoh and

Klinker 2014; Plopski et al. 2015] have been proposed. Unlike our

approach, these calibration techniques assume that the centers of

rotation and projection of the eye are the same. Therefore, they do

not account for the gaze-contingent disparity changes we study in

this work. Kudo and Ohnishi [2000] discuss gaze-contingent optical

distortions in HMDs and attribute them in part to ocular parallax.

However, they did not propose an improved rendering approach or

study its perceptual implications for HMDs.

Some types of near-eye displays, most notably light-field [Hua

and Javidi 2014; Huang et al. 2015; Lanman and Luebke 2013] and

holographic [Maimone et al. 2017; Padmanaban et al. 2019; Peng

et al. 2020; Shi et al. 2017] HMDs, can in theory provide natural

parallax within their respective eye box volume. However, this effect

has not been studied in the literature and the eye boxes of current

holographic displays are too small to support a significant rotational

range of the eye. This not only prevents realistic parallax, but can

also easily destroy the visual percept itself. One approach to exit

pupil expansion is pupil steering [Jang et al. 2018, 2017; Park and Kim

2018] where a user’s eyes are tracked and the small exit pupils of the

displays are optically steered towards the user’s pupils. Although

these approaches require eye tracking, we are not aware of prior

work in this area that has adjusted the stereo rendering accordingly

or analyzed the resulting disparity distortions.

3 EXPERIMENTAL LOCALIZATION OF THE

NO-PARALLAX POINT

The no-parallax point of an optical system, such as the human

eye, represents the location around which the entire system can be

rotated without observing parallax. While exact eye anatomy varies

from person to person, several cardinal points and axes are used to

describe optical properties common across the population. For the
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Fig. 2. Illustration of the optical and visual axes and relevant points in the

right eye (top view). The optical axis connects the anterior vertex of the

cornea (V) and the center of rotation (C). The visual axis connects the point

of fixation (P) with the front nodal point (N), which extends through the

rear nodal point (N’), to intersect with the fovea (F). The angle α offsets the

visual axis on average by 5◦ in the nasal and 3◦ in the inferior directions.

purpose of describing our gaze-contingent rendering approach, we

refer to six of these cardinal points and two axes, however additional

definitions are included in the Supplement. The first axis is referred

to as the optical axis, and is anatomically defined by passing through

the anterior vertex of the cornea (V) and the center of rotation

(C) whereas the visual axis registers the fixated object (P) with

the fovea (F) while passing through front (N) and rear (N’) nodal

points [Atchison and Smith 2000] (Fig. 2). From ex vivo examinations,

the front nodal point has been estimated to lie 7ś8 mm in front of

the center of rotation [Atchison 2017]. Note that the location of

this point changes with the accommodation state but such variance

is relatively minor (less than 0.5 mm [Atchison 2017]), which is

particularly true for current fixed-focus VR/AR systems. While it

has been postulated that the front nodal point is in fact the no-

parallax point of the eye, to our knowledge the only study trying

to verify this could not give a confirmation as the larger measured

distance hinted at the no-parallax point being located even further

forward [Bingham 1993].

In this work, we conduct our own psychophysical study to exper-

imentally determine the position of the no-parallax point for several

users. For this purpose, we adapt the general setup proposed by

Bingham [1993]. As shown in Figure 3 (a), two surfaces are separated

in depth and aligned such that when the users fixate at the rear

one, they cannot see its red half. However, with a fixed head and

instructed to fixate at the gaze target with an angular displacement

θ , the rotation of the eye shifts the no-parallax point of the eye

towards the left. This reveals an extent E of the rear surface and

the red half becomes visible in the periphery. Note that this is only

possible if the center of perspective of the eye, and equivalently the

no-parallax point, is located in front of the center of rotation.

The distance between no-parallax point and center of rotation,

NC , can then be calculated using the target distances L1 and L2:

NC =
EL1

(L2 − L1) sinθ + E cosθ
(1)

A more detailed derivation of this equation is included in the Sup-

plement. We construct this setup with L1 = 0.5m, L2 = 1m and

θ = 30◦ in a controlled experiment to determine the largest extent,

E, a user can detect. This is equivalent to determining the number of

pixels the red region can be shifted towards the right before the user

can no longer detect it. The configuration also means that scattering

within the ocular media should not increase a user’s ability to detect

the red region due to the light not being able to enter the eye at or

beyond this threshold. After converting pixels to meters, Equation 1

can be used to calculate NC for the user.

Stimuli. We use a 6" Topfoison liquid crystal display (LCD) with

a resolution of 1920 × 1080 and an edge-lit light-emitting diode

backlight as the far target, as shown in Figure 3 (b). This enables us

to easily control and change the displayed extent using an attached

laptop, to a precision of 0.069mm, the pixel pitch of the display.

Without eye rotation, the front half surface would completely oc-

clude the red stimulus. Each trial contained both an extent stimulus

with red and white regions and a control stimulus, where the full

LCD displayed only white. The brightness was defined in the RGB

space of the display. The white pixels were rendered at 80% bright-

ness across red, green and blue channels to reduce the apparent

brightness to approximately that of the red extent with 100% red

alone.

Conditions. All stimuli were presented monocularly to the right

eye while the user wears an eyepatch on the left eye. With the

user accommodated at the L2 distance, the eye’s limited depth of

field can cause the edge of the half surface to appear blurred. As

Bingham et al. [1993] described this as a confounding factor, we

try to mitigate it using a lamp to illuminate the gaze target to stop

down the pupil aperture and maximize the depth of field.

Subjects. Eight adults participated (age range 21ś29, 3 female).

Due to the demanding nature of our psychophysical experiment,

only a few subjects were recruited, which is common for low-level

psychophysics (see e.g. [Patney et al. 2016]). All subjects in this and

all following experiments had normal or corrected to normal vision,

no history of visual deficiency, and no color blindness. All subjects

gave informed consent. The research protocol was approved by the

Institutional Review Board at the host institution.

Procedure. To start the session, each subject was instructed to use

the left and right arrow keys to shift the red portion on the screen

such that they could just see it when looking down the center of

the targets. After subtracting one pixel, this was used as E = 0 for

all subsequent trials.

Each trial constituted a two-alternative forced choice (2AFC) test,

and subjects were asked to use the keyboard to choose which of the

two displays contained the red extent. The keyboard could also be

used to toggle between the two displays as the users desired. Most

users did so less than 10 times. However once a selection was made,

this concluded the trial. No feedback was provided. Subjects were

instructed to fixate only as far as the cross target, but were free to

look back to the far display if desired.

Subjects completed 60 trials, consisting of 12 displayed extent, E,

configurations, each tested 5 times. The experiment took about 20

minutes per subject to complete, including instruction and centerline

calibration.

For the first block of 30 trials, E for a given trial was randomly

chosen from 6 evenly spaced values between 20 and 80 pixels (1.38

ACM Trans. Graph., Vol. 39, No. 6, Article 270. Publication date: December 2020.



270:4 • Krajancich, et al.

4

L
1
L

2

E

Front 

Half Surface

Rear           

LCD Panel

Gaze 

Target

C

N

User Number

10

8

0

N
C

 D
is

ta
n
c
e
 (

m
m

)

LCD

Half 

Surface Lamp

Keyboard

Bite

Bar 

Gaze 

Target

Computer

6

4

2

21 3 865 7 AV

7.29

(a) (b)

(c)

Fig. 3. Psychophysical experiment tomeasure the position of the no-parallax

point. (a) A diagram of the experimental setup. A half surface and an LCD

panel are set up at distances L1 and L2, respectively. As the eye rotates

counterclockwise about its center by an angle, θ , the no-parallax point is

translated to the left revealing an extent, E , along the rear surface. The

distance NC , shown in green, corresponds to the largest distance the red

extent can be shifted towards the right before the user can no longer identify

it. (b) Photograph of a user conducting the experiment. The head is kept

stationary with a headrest and bite bar. The computer is used to change

the stimulus on the LCD panel and record the user’s response given by the

keyboard. The lamp is used to illuminate the gaze target to reduce depth of

field blurring of the edge of the half surface. (c) Results of psychophysical

user experiment. The NC distances measured for each of the 8 study par-

ticipants are shown with 95% confidence interval represented as an error

bar. The final column (AV) represents the mean of all participants, 7.29mm,

with error bar showing the standard deviation of 1.25mm.

and 5.52mm), covering the range of expected values. For the second

block of 30, E for a given trial was randomly chosen from 6 evenly

spaced values between the values of E from the previous trial block

where the user was getting less than 90% and more than 60% cor-

rect. This paradigm was chosen to maximize sampling around the

threshold value, without causing observable fatigue.

Analysis. For each E displayed, we compute the proportion of

correct responses. Using the psignifit Python package [Schütt et al.

2016], we fit a psychometric function to each subject’s data using

Bayesian inference. Each psychometric function gives us a detection

threshold, measured as pixel shifts from the initial set position. The

thresholds represent where the psychometric function exceeded

a 75% chance for a correct response. Individual psychometric fits

are included in the Supplement. This is converted to meters using

the pixel pitch of the display (0.069mm) and NC is then calculated

using Equation 1.

Results. The results of this experiment are shown in Figure 3 (c),

giving a mean of 7.29mm for NC , which is within the originally

expected range of values (7ś8 mm). Surprisingly, we observe a

variation of about 3.54mm among our subjects, indicating that there

may be value in measuring and accounting for individual variation.

However, the difficulty of measuring a person’s NC distance makes

such an approach impractical at the moment, so we continue to

model an “average observer” as having NC = 7.29mm for the

remainder of this paper.

4 STEREOSCOPIC RENDERING WITH THE

NO-PARALLAX POINT

In this section, we study the effects of the no-parallax point on

binocular vision and the horopter, leading to the prediction of a

surprisingly high degree of disparity distortions with conventional

stereo displays. We outline a gaze-contingent (GC) stereo rendering

pipeline that takes the no-parallax point into account for precise

disparity rendering.

4.1 Binocular Vision and the Horopter

The binocular horopter refers to the set of points in space that give

rise to the same disparity on the retina [Vojniković and Tamajo

2013]. Thus, the horopter provides a useful tool for analyzing and

comparing different models for binocular vision. It is geometrically

modeled as an arc on a Vieth-Müller circle formed by the two no-

parallax points and the fixation point [Vojniković and Tamajo 2013].

The choice of no-parallax point determines the specific shape of the

horopter [Turski 2016]. In Figure 4 we show geometrical horopters

for the no-parallax point in the center of rotation, as commonly used

in computer graphics (black), and in the nodal point, as used here.

The shape is further differentiated by the choice of gaze vector where

the angular offset of the visual axis used in our model (green) yields

a different horopter than the approximation using the optical axis

as used by Konrad et al. [2020] (blue). In the following, we outline

an adequate rendering pipeline for our model and then analyze the

expected disparity distortions when using other models.

Nodal point + Visual axis

Nodal point + Optical axis

Center of rotation point

α = -5° 

Fixation

point

α = 5° 

Vergence

O
p
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a
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V
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Fig. 4. The horopters predicted for various eye models: the center of rotation

model (black dashed), the front nodal point with the gaze vector being the

optical axis (blue dotted) and the visual axis (green solid). Note that fixation

leads to a different eye rotation for each axis (only visual axis-aligned eyes

are shown here). The angle α is exaggerated for clarity.
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4.2 Stereoscopic rendering

Traditional stereoscopic rendering models the projection of 3D

points into eye coordinates using a matrixśvector multiplication

of the matrix PL/R · EL/R · V ·M with a vertex specified in object

coordinates. Here,M is the model matrix, V is the view matrix, EL/R
is the eye matrix and PL/R the projection matrix for left and right

eye, respectively. Accounting for the no-parallax point requires

changes to the eye and projection matrices, which we describe in

the following.

Eye matrix. Assume that the centers of rotation of the eyes are

CL/R = (∓ ipd

2 , 0, 0), where ipd is the inter-pupillary distance (IPD).

Conventionally, the eye matrices are defined as translations into the

eye centers, i.e. EL/R = T(−CL/R ), using the translation matrix T. To

account for the distance between centers of projection and rotation,

nc, we calculate the gaze-dependent location of the no-parallax

point with respect to CL/R

nL/R = R

(
−θ

(v)

L/R
,−θ

(h)

L/R
, 0
)
· R

(
−αL/R

)
·
©«

0

0

−nc

ª®¬
(2)

Here, αL/R = (−3◦,∓5◦, 0) is the offset, in eccentricity angle, be-

tween optical and visual axis for the two eyes [Atchison 2017],

θ (h,v) represent the horizontal and vertical gaze angle for each

eye, R is a 3 × 3 rotation matrix using Euler angles, and we use

nc = 7.29 mm from our earlier experiment. The eye matrices then

become EL/R = T(−nL/R ) · T(−CL/R ). Note that this notation uses

a right-handed coordinate system, such as that used by OpenGL.

Projection matrix. We use standard asymmetric off-axis perspec-

tive projection matrix PL/R defined for a magnified virtual image

of the microdisplay at distance d [Konrad et al. 2020]. Note that the

projection matrix depends on the gaze-dependent position of the

no-parallax point (Eq. 2). As illustrated in Figure 5, for 3D points

located at distance d no ocular parallax is observed, i.e., this is the

zero-parallax plane. Setting the parameter d to match the virtual

image distance of an HMD is critical for correct reproduction of

disparity with gaze-contingent stereo rendering.

4.3 Disparity distortion

We model the image formed on the retina using the considered

binocular projection model to quantify the magnitude of the ex-

pected disparity distortion. In Figure 6, we present the differences

of the vergence angles predicted for the same fixation points. We

further use the disparity perception model by Didyk et al. [2011]

to compute just-noticeable differences (JND). Values above 1 JND

predict visibility of the predicted distortions. Note, that verging at

each fixation point requires eye rotation to achieve required gaze

eccentricity. We mark the normal range of horizontal eye rotation

(±45◦ [Shin et al. 2016]) by the red lines. Full binocular field of view

(FOV) of 60◦ is then accessible with additional retinal eccentricities

within the Panum fusion area [Atchison and Smith 2000].

The left panel compares our full model and the model based on

the center of rotation. We observe that even for fixations as far

as 2.5m the difference of vergence angles yields visible disparity

differences. This difference further grows with decreasing distance.

(a)

(b)

Virtual image d

z < d z = d z > d

Fixation

Fixation
Visual axis

Projections

Fig. 5. Ocular parallax for a virtual image at distance d and objects at

distances z < d (yellow), z = d (green) and z > d (red). (a) All points

project to the same screen coordinates and a single spot on the fovea when

the green point is fixated. (b) After a saccade the display projection of the

near point moves up, the projection of the far point moves down and the

projection of the middle point remains the same. The retinal image changes

accordingly.
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Fig. 6. The difference of eye vergence angles predicted for different fixation

points by the gaze-contingent (GC) model with visual axis and either the

standard model using center of rotation (a) or the GC model with optical

axis (b). The fixations are expressed relative to the midpoint between both

no-parallax points in relaxed state. The initial IPD = 64mm was defined

for the eyes looking straight ahead. The isolines mark levels of stereoacuity

JNDs from Didyk et al.’s [2011] model for the optimal spatial frequency of

0.4 cpd. Values of JND of 1 and larger predict visibility of a difference in a

direct comparison for an average observer. The range of eccentricities covers

the full binocular FOV achieved through combination of gaze and retinal

eccentricities [Atchison and Smith 2000]. Note, that normal range of eye

rotation needed for gaze fixation is delimited by the red bars [Shin et al.

2016].

Additionally, the horizontal eccentricity affects the shape of the

distortion field. While the model predicts larger perceived distances

in our model for the central visual field, this trend is reversed for

eccentricities above ≈ 40◦.

This effect can be practically demonstrated in augmented real-

ity where real objects are superimposed with virtual objects. In

Section 6, we show that traditional stereo rendering causes visible

misalignment of physical and digitally rendered objects and we
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demonstrate how gaze-contingent stereo rendering reduces this

issue significantly.

The right panel of Figure 6 further compares our model with a

variant that assumes the optical axis, instead of the visual axis, to

be a good approximation of the gaze direction (Fig. 4). While the

differences for the central visual field are relatively small, the role

of the axis is notable for larger viewing angles.

Finally, we also analyze the effect in terms of no-parallax point

separation and its change with respect to the initial IPD. For an

average IPD of 64mm and a fixation distance of 30 cm we observe

an effective decrease of viewpoint separation to as low as 62.5mm.

That corresponds to a shift from 68 to 52-percentile of the IPD

distribution in the female population [Dodgson 2004] which is a

deviation that typically requires user adjustment in common VR

systems. To illustrate this phenomenon, we explore the produced

shape distortions in a VR scenario in Section 5.

4.4 Verifying the Model

Figure 6 predicts the visibility of the difference between both models

for an average observer and a theoretical display with d → ∞. To

validate our model we test this hypothesis with a user study using a

VR platform. Using the same equipment as in Section 5, we conduct

a detection study using a random dot stereogram (RDS) stimulus at

varying depths. The users are randomly presented with two RDS

stimuli, rendered at the same depth, but placed on top of each other

(i.e., vertically) in the center of the visual field (Fig. 7 (a)). Each

stimulus is a square 10◦ in diameter. In random order, one stimulus

is rendered with and one without gaze-contingent stereo rendering.

As a result, one of the stimuli has a different disparity than the

background, which is itself an RDS stimuli rendered at the same

depth with our gaze-contingent mode (Fig. 7 (b)). Users are tasked

with a 2AFC and use a keyboard to report whether the upper or lower

segment contains the patch that protrudes from the background. All

stimuli were rendered at a distance of 1, 1.33, 1.5, 1.75, 2, 2.5 or 3D

(inverse meters), with 6 trials at each distance in a randomly shuffled

order. A black screen was shown for 3 seconds between trials to

assist in eye adjustment. For each of the 7 distance configurations,

we computed the proportion of correct responses. Using Bayesian

inference methods [Schütt et al. 2016; Wichmann and Hill 2001],

we fit a psychometric function to each subject’s responses, finding

the fixation distance with 75% detection threshold (Fig. 7 (e)). 11

subjects (6 male, 5 female, aged 18ś54) took part in the study.

Using a digital single-lens reflex (DSLR) camera, we measured

the display distance d of our HTC Vive Pro to be ≈ 70 cm. This

changes the distribution of depth distortion in Figure 6 such that

the 1 JND occurs at a distance of 66 cm (see Fig. 7 (c)). We found

that the depth distortion was detectable, on average, at a distance of

62.8 ± 1.3 cm or 1.59 ± 0.033 D (Standard Error, SE). This confirms

the importance of taking the no-parallax point into account for

accurate stereoscopic rendering. While we chose not to additionally

burden users with measuring their stereoacuity, the similarity of the

mean measured detection distance to the model-predicted expected

distance of 1.52D confirms our model’s ability to predict observable

disparity distortions of different rendering models (Fig. 7 (d)).

5 DEPTH DISTORTION IN VR

The analysis and experiments in Section 4.3 predict visibility of

disparity distortion for rendering that ignores the gaze-contingent

shift of the no-parallax point. Here, we explore this issue further

and experimentally test a hypothesis that a shape of a 3D object

rendered using the traditional stereoscopic rendering will appear

distorted as a function of fixation distance. Further, we validate that

our gaze-contingent rendering reduces this distortion significantly.

Hardware and Software. We used an HTC Vive Pro VR system,

which has a diagonal field-of-view of 145◦, a refresh rate of 90 Hz

and a 1440×1600 pixel organic light-emitting diode display per eye,

resulting in a theoretical central resolution of 4.58 arcmin/pixel. The

HTC Vive Pro supports built-in IPD adjustment. Unity was used as

the rendering engine for all rendering modes and user experiments.

Stimuli and Conditions. For this experiment, we require a stimulus

whose apparent shape does not rely on metric structure, but only on

ratios of its dimensions. For this purpose, we emulated the triangle

wave experiment performed by Glennester et al. [1996] for measur-

ing stereoscopic depth constancy. As illustrated by the schematic

in Figure 8 (a), this stimulus is a triangle wave formed by an RDS

pattern. It is rendered such that the amplitude is half the period of

the peaks. Thus, if the depth rendering is physiologically correct,

the dihedral angle of the peaks and troughs should be at 90◦ (shown

in dark green). However, if the depth space is perceived as stretched,

as we predict is the case without gaze-contingent rendering (see

Sec. 4), then the angles should appear smaller than 90◦. Similarly, a

perceived compression of the depth space would increase the angles.

A scaled crop of an illustrative anaglyph reproduction can be seen

in Figure 8 (b).

During the user study two identical patterns were shown hori-

zontally side-by-side, one with and one without GC rendering, at a

depth of either 0.3, 0.5 or 0.7m. These depths were chosen such as

to increment to the measured display distance of the HTC Vive Pro

(0.7 m), where no disparity distortion should be observed. We refer

to the rendering without GC as fine-tuned (FT) rendering, since we

first set the subject’s IPD using the physical knob provided on the

device, and then allow the user to further tune the horizontal sepa-

ration of both virtual images in projection matrices. This was done

by rendering a single pattern at a fixed far distance and instructing

the users to tweak the separation until the stimulus exhibited 90◦

angles. The distance of 2m was chosen as a compromise, where the

effect of GC rendering diminishes yet binocular disparity is still a

relevant depth cue. The GC mode was identical to the FT mode, but

with the modifications described in Section 4.2. Finally, to ensure

fair comparison of these rendering modes, we shift the center of

projection in the FT mode from the center of rotation to the position

of the GC no-parallax point of a user looking towards optical infinity.

This ensures that the only difference between the two modes comes

from the gaze-contingent movement of the no-parallax point and

not from an arbitrary initial position bias.

Procedure. Before starting trials, each of the nine adult subjects

(age range 18ś54, 4 female) completed the calibration procedure

described above to set-up the fine-tuned rendering mode. Each trial

then constituted 2AFC, where one of the three tested depths was
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Fig. 8. Evaluating shape distortion of virtual content. Subjects simultane-

ously viewed two identical triangle wave random dot stereogram (RDS)

stimuli, one rendered with fine-tuned (FT) IPD and the other with gaze-

contingent (GC) rendering. (a) A schematic of a cross-section of the stimulus.

Designed to evaluate shape distortion caused by incorrect depth scaling,

the dimensions of the RDS triangles are calculated such that the amplitude

of the peaks (in depth) is twice the lateral distance (period of the pattern).

If the depth space is correct, the dihedral angle of the peaks should be

at 90◦ (green), but if the depth space is stretched (as it is without gaze-

contingent rendering), the angles should appear smaller (red). (b) An illus-

trative anaglyph rendering of the stimulus (not to scale). Both stimuli were

rendered at a target depth of either 0.3, 0.5 or 0.7m and we asked subjects to

indicate which of the two contained angles is closer to 90◦. (c) The percent-

age of times that the gaze-contingent mode was chosen as more accurate

per distance. Despite the seemingly small effect size, shape distortion is

detectable, in particular for closer distances. Error bars represent Standard

Error (SE) and significance is indicated at the p < 0.05 and 0.001 levels

with * and ** respectively.

randomly chosen for rendering, and subjects were asked to choose

which of the two randomly ordered patterns (left or right) exhibited

angles closer to 90◦. A total of 24 trials were conducted, taking each

user approximately 10 minutes to complete the study.

Results. The results of the comparisons averaged across users and

trials are plotted in Figure 8 (c). At 0.3 and 0.5m, the GC rendering

was chosen as closer to the target of 90◦ in 73.6% and 62.5% of

trials, respectively. This is significantly more than FT (p < 0.001,

respective p < 0.05, one-tailed binomial test). The visibility of the

difference decreases towards the display distance d = 0.7m where

GC was only preferred at near chance level of 51.4%.

These results suggest that accounting for the gaze-contingent

no-parallax point is important for correct depth scaling needed

to properly convey relative distance and shape of objects within a

scene, particularly when a user is verging to a close object or familiar

shape, such as a cube. Judging the angle at which two planes meet

requires higher-level reasoning and combination of both absolute

and relative depth cues. We expect that the distortion can be even

easier to detect in tasks where the relative displacement of two

surfaces alone is a sufficient cue. We explore this hypothesis in the

following AR alignment study.

6 ALIGNMENT INACCURACY IN AR

Many applications in AR desire accurate alignment of digital and

physical objects. For example, a surgeon aligning medical data to a

patient will want to rely on it being displayed in the correct place.

As such, accurate depth rendering is critical. Section 4.3 predicts dis-

placements of virtual objects when the position of the no-parallax

point is not taken into account. Here, we experimentally verify

visibility of this effect in an AR environment. We further test a hy-

pothesis that our gaze-dependent rendering can noticeably improve

the accuracy of alignment between the virtual and real objects.
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Hardware and Software. We used a Microsoft HoloLens 1 optical

see-through AR headset, which has a diagonal field-of-view of 34◦,

a refresh rate of 60Hz and a 1280×720 waveguide display per eye,

resulting in a theoretical central resolution of 1.39 arcmin/pixel. As

with the VR user experiment, we again used Unity to render all

modes and control the user experiment.

Stimuli and Conditions. The stimuli consisted of a single 8 cm

tall flat surface, textured with a playing card image (see Fig. 9 (a)),

displayed at target fixation distance of either 0.5, 1.0, 1.5 or 2.0m.

Again, these distances were chosen such as to increment to the

display distance of the Microsoft HoloLens (2 m), where no disparity

distortion should be observed. A physical target was placed at the

same distance from the user (as measured from the user’s eyes

in the physical world) but with a small lateral displacement, such

that the virtual and physical objects would appear side by side (see

Fig. 9 (b)). In the experiment, subjects viewed the rendered stimulus

in three rendering conditions: conventional (HL, i.e., as provided

by the Windows Mixed Reality SDK in Unity), fine-tuned (FT), and

gaze-contingent (GC). For the HL rendering mode, we implemented

the online instructions provided by Microsoft for rendering to the

HoloLens with Unity. We let the rendering be set up by the supplied

Windows Mixed Reality SDK and only adjusted the IPD setting

for each user through their Developer Portal interface. For the FT

rendering mode, we followed a similar procedure for adjusting

virtual image separation as in Sec. 5. In this case, the manufacturer-

provided calibration was fine-tuned for each subject by aligning

the card stimulus at a calibration distance of 2m. Finally, the GC

rendering mode was identical to the FT mode, but with the same

modifications as in Section 5. This was again motivated by the

desire to show that even a more accurate calibration of the IPD is

insufficient to remove the misalignment observed at closer distances

if the position of the no-parallax point is not taken into account.

While wearing the headset, an SR Research head rest was used to

keep the subject’s head fixed with respect to the physical targets

throughout the study.

Procedure. Each set of trials began with the IPD fine-tuning task

required to set up the FT rendering for each of the thirteen partic-

ipants (age range 18ś54, 7 female). Each trial constituted a 2AFC,

where one of the three target depths was randomly chosen, and

subjects were asked to choose which of the two selected modes pro-

vided the best alignment in depth with the physical target, which

was placed by the researcher before the stimulus was shown. Sub-

jects had the ability to freely switch between the modes using a

keyboard key before making a selection, though most users only

made a single switch per trial. A total of 12 trials were conducted

comparing FT and HL rendering, followed by a short rest break.

After which, the calibration was repeated, and another 12 trials were

conducted comparing FT to GC rendering.

Results. The results of the comparisons averaged across users and

trials are plotted in Figure 9 (c) and (d). At all measured distances the

FT rendering achieves significantly better alignment of the rendered

and physical stimulus than the HL rendering (100%, 100%, 94.2%

and 86.5% of trials, p < 0.001, one-tailed binomial test). Some users

found it harder to judge the difference between the two modes as

the planes moved further away, but overall, it can be seen that fine-

tuning user’s IPD measurement by calibration almost consistently

improved alignment compared to the conventional approach.

Moreover, additional improvement of alignment was observed

in the GC rendering mode which achieved a significant preference

over the FT for distances of 0.5m (96.2%, p < 0.001) and 1.0m

(71.2%, p < 0.05). While it was more difficult to detect differences

for larger distances (57.7% at 1.0m) the results of the experiment

confirm our hypothesis that accounting for the gaze-contingent

shift of the no-parallax point is crucial for accurate reproduction

of stereoscopic disparity. Although fine tuning of the IPD proved

helpful, the gaze-contingent rendering was required to ensure good

alignment of virtual and physical objects across distances in AR.

While the shift may become indistinguishable for far away objects,

gaze-contingent stereo rendering could be critical in several near

AR tasks, including AR-assisted surgery, maintenance, and training.
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Fig. 9. Evaluating alignment of real and virtual content. Subjects viewed

a playing card (a) rendered at a target depth of either 0.5, 1.0, 1.5 or 2.0m

next to a physical reference. In the first set of trials (c), this stimulus was

presented with either native HoloLens (HL) or fine-tuned (FT) rendering

and we asked subjects to indicate which rendering mode provided the most

accurate alignment with the physical target. A photograph of the experiment

set-up is shown in (b) (the card is added for illustrative purposes). In the

second set of trials (d), subjects were asked to compare fine-tuned and

gaze-contingent (GC) rendering. Results of these comparisons show the

percentage of times the first member of the pair was chosen over the second.

It can be seen that using an initial calibration procedure to accurately

measure the subject’s IPD significantly improved alignment compared to the

standard HoloLens approach for all distances. Furthermore, GC rendering

was able to further improve alignment at closer distances indicating that it

is most critical for arm’s reach viewing. Error bars represent Standard Error

(SE) and significance is indicated at the p < 0.05 and 0.001 levels with *

and ** respectively.
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7 DISCUSSION

In summary, we study the disparity distortion induced by ignoring

the gaze-contingent location of the no-parallax point in the human

eye. Using several user studies, we experimentally validate the lo-

cation of the no-parallax point and demonstrate that modeling it

accurately during stereo rendering significantly reduces disparity

and shape distortion in a VR setting and significantly improves

consistent alignment of physical and digital objects in an optical

see-through AR setting.

The results of our experiments show that disparity distortions

are easier to detect in the AR alignment task (Sec. 6) than in the

VR shape matching task (Sec. 5). This is expected as the human

visual system is sensitive to even small disparity changes between

a physical reference and a digitally rendered object [Didyk et al.

2011]. On the other hand, the shape judgment task required subjects

to interpret the relative disparity in the context of estimated object

distance.Without a real-world reference, the relatively poor absolute

depth cue of eye convergence likely increased the difficulty of the

task [Richards and Miller 1969].

7.1 Limitations and Future Work

Gaze-contingent stereo rendering relies on robust gaze tracking,

which is available in most modern AR systems, but not yet in all

VR displays. However, since the magnitude of parallax changes

gradually with eye rotation, we do not require extreme accuracy in

gaze prediction. For the model situation in Fig. 7 and a central vision

fixation distance of 1m, a 1◦ differential tracking error between gaze

angles of both eyes results in a disparity rendering error of 12 ”which

is a difference on the limit of human stereoacuity in ideal conditions

[Didyk et al. 2011]. The technique is more sensitive to latency as

a delayed response could produce visible jumps of disparity. Thus

without implementing significant temporal smoothing, HMD eye

tracking therefore remains a challenging problem. Furthermore,

any stereo rendering approach, including ours, is only as good as

the optics and calibration of the headset and the accuracy of user-

specific parameters. Variation in lens distortion as the eye rotates

off axis and across the lens (commonly referred to as pupil swim)

can cause its own disparity distortion. This is not something our

approach inherently corrects for, but it could be used in combination

with existing pupil swim correction approaches [Ratcliff et al. 2020].

Similarly, in practical use cases there is likely to be per-user variation

in the parameters of our eye model or even inaccuracies when

measured on a per-user basis. Even so, our model generally pushes

the disparity in the empirically correct direction.

While our studies demonstrate statistically significant effects,

they all use task-specific stimuli. Studies in more complex environ-

ments where the user’s cognitive load is higher may provide an

interesting setting for future user experiments. Moreover, it would

be interesting to explore the adaption of this technique for varifo-

cal and multifocal displays, and the interaction of gaze-contingent

stereo rendering with other depth cues.

8 CONCLUSION

Virtual and augmented reality systems strive to create experiences

imperceptible from physical ones. The emergence of wearable eye

tracking in these systems has seen a number of techniques, such

as foveated or gaze-contingent varifocal displays modes, improve

user experience and visual comfort. With our work, we demonstrate

that eye tracking can also enable us to optimize stereo rendering to

account for dynamic gaze effects, and thus improve depth perception

and perceptual realism in emerging wearable computing systems.
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